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Future ChallengesFuture Challenges
• Higher instantaneous luminosity

• Larger events,    slower reconstruction,              
tracking  more difficult,    need more CPU per event

• Higher integrated luminosity and higher data taking rate

• Larger data samples

• Need more processing power

• Need more storage

• Migration of physicists to LHC experiments

• Human resources for operations  are shrinking 

• FY2010  Running  has been proposed



Luminosity Projections with Updated Model Scenarios
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Integrated  Luminosity



Future  Operation
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Challenge I: Higher Inst.LuminositiesChallenge I: Higher Inst.Luminosities



2003      2007

Level 1 trigger:     12 KHz   ⇒ 35 KHz

Level 2 trigger:   300 Hz      ⇒ 800 Hz

Level 3 trigger:     24 MB/s  ⇒ 100 MB/s

CDF 

85%



CDF   weekly Integrated  Luminosity
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Computing Time  vs Luminosity          



1.5 x 10 seconds/yr   =  42 weeks/yr,   100 hours/wk  of  beam 
7

Data taking efficiency       85%

CDF     &     D0  

FY 08      09      10

Integrated  Luminosity / yr                 0.7         1.2    1.7         1.9         1.3?

pb / wk  delivered                            16          28   50        50 50

Total  Int.  Luminosity   f b                 2.0         3.2  4.9         6.8         8.1?

-1

pb / wk  recorded                            14          24    42        42 42
-1

-1



Introduction:       Some Numbers

50(100)130(360)Peak data rate (Hz)

11(3)User analysis time (GHz-sec/event)

50(120)5(10)Reco time** (GHz-sec/event)

20-4025-180User format (Kbytes/event)

200120Reco data size (Kbytes/event)

250-300150Raw data size* (Kbytes/event)

D0CDF

*Raw event size depends upon trigger type and luminosity
**Reconstruction time depends upon raw data size

Donatella Donatella LucchesiLucchesi Oct,  2005Oct,  2005



D0  Vital Statistics             2006  
D0 Vital Statistics

1997(projections) 2006

Peak (Average) Data Rate(Hz) 50(20) 100(35)

Events Collected 600M/year 1.5 B

Raw Data Size (kbytes/event) 250 250

Reconstructed Data Size (kbytes/event) 100 (5) 80

User format (kbytes/event) 1 40

Tape storage 280 TB/year 1.6 pb on tape

Tape Reads/writes (weekly) 30TB/7TB

Analysis/cache disk 7TB/year 220 TB 

Reconstruction Time (Ghz-sec/event) 2.00 50 (120)

Monte Carlo Chain full Geant full Geant

user analysis times (Ghz-sec/event) ? 1

user analysis weekly reads ? 3B events

Primary Reconstruction farm size (THz) 0.6 2.4 THz

Central Analysis farm size (GHz) 0.6 2.2 THz

Remote resources(GHz) ? ~ 2.5 THz(grid)

Amber Amber BoehnleinBoehnlein HCP                        HCP                        May,  2006May,  2006



Challenge II: larger data samplesChallenge II: larger data samples

R. Snider                                            CDF  IFC   R. Snider                                            CDF  IFC   Oct. 30,  2007Oct. 30,  2007

4.9



R. Snider                                            CDF  IFC   R. Snider                                            CDF  IFC   Oct. 30,  2007Oct. 30,  2007

1.5 x 10    seconds/yr   =  42 weeks/yr,  100 hours/wk  of  beam7
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CDF

R. Snider                                            CDF  IFC   R. Snider                                            CDF  IFC   Oct. 30,  2007Oct. 30,  2007



PO FY 04      05 06      07        Total

CDF    Disk                        25        325        105     231                686      

D0       Disk                        24        195        330   264                813

CDF    CPU                      950        960      1632      2480               15.7      

D0       CPU                    1200        880      1520      3280               17.9

Joe Boyd           2/2008Joe Boyd           2/2008

T Hz

TB

core x 2

core  =  2.6  G Hzcore  =  2.6  G Hz

core

Starting FY07,   each core is 2x speed of older cores,  more Ops/Hz



>  CDF  Hardware systems:
Interactive Login Pool, groupCAF, FermiGrid,

and  off-site CAF/Grid clusters
>  Disk:

analysis        about         300  TB
diskpool about         120  TB
dcache about         350  TB
production     about 50  TB

>  CDF  disk (current capacity) ?   about 800 TB

>  distribution of the machines in terms of
> age, capacity, warranty status, hardware problems.

year how much warranty
=====    ========          ==========
FY-03:     105 TB be decommissioned
FY-04: 80 TB out of warranty
FY-05:     370 TB under warranty
FY-06:     190 TB under warranty
FY-07:     460 TB under warranty

S. S. LammelLammel 2/20082/2008



> How does CDF  use their disk space ?
dcache auto-managed cache, in front of tape library
diskpool static, physics group control
fileservers physics group control for dataset assembly and static
project space under user control

> How much is tape backed dCache/sam cache ?   about 350 TB

> How much is project space ?
about 500 TB  < disk in FCC, not in the portcamps >

> What are the cache statistics ?       not available
> dcache lifetime for files ?                 ~  weeks lifetime
> how often are files re-cached?  not available

> What is the process wait time for pulling files from disk ?
depends on protocol, dccp read is slowest

> If the cache statistics are not available, what would it take to get them.
time, we are in the process of setting up age-gathering tools
re-cache statistics would need to come from dcache

S. S. LammelLammel 2/20082/2008



> CDF  CPU  (current capacity)                      about      12,000  THz

>  distribution of the machines in terms of age, capacity, warranty status.
year number and type warranty

====== ============================================= ====
FY-03:  242 dual ? to be decommissioned
FY-04:  366 dual Intel Xeon 3.0 GHz out of warranty
FY-05:  240 dual dual-core AMD Opteron 265, 1.8 GHz under warranty
FY-06:  410 dual dual-core Intel Xeon 5148      2.33 GHz under warranty
FY-07:  155 dual quad-core Intel Xeon              2.66 GHz under warranty

> What is the pattern of usage for farm production, skimming,
root tuple production, significant analysis patterns.

> Networking:
no networking bottlenecks at this time,
we expect networking infrastructure to be final for CDF
(modulo a few 10Gb/s links and a switch upgrade or two)

>  Tape: How much tape does CDF and D0 have
> and how is it distributed acrossthe robots.

don't know, Angela would have to dig this out
S. S. LammelLammel 2/20082/2008



MBytes / sec  Data - to - Tape                         17         30        30 30

FY 06      07 08      09      10

CPU      THz                                      4.8         7.9         10          11        12

Disk       Pbytes 0.6         0.7        1.0     1.3        1.5

Total number of events  10^9                            5      8 11 13

Tape      Pbytes 1.5         2.6        4.1     5.7        7.3

Average  Event Rate      Hz             100                     200 200 200

CDF 

CPU sec / event   Reconstruction        2           3           5 5          5

Raw Data / event          KBytes 100        100 150 150 150

Ave. Initial  Luminosity   E30            120        220       280        280 280

Recon Data / event       KBytes 120        

User Data / event          KBytes 180              

CPU sec / event            Ntupling 6         10 10 10



MBytes / sec  Data - to - Tape             9                       30        30 30

CPU sec / event   Reconstruction      20                        46          46 46

FY 06      07 08      09      10

CPU      THz                                      4.6           12

Disk       Pbytes 0.55       0.8                 1.5

Raw Data / event          KBytes 250        250 300 300 300

Tape      Pbytes 2         2.x        3.5    7.3

Average  Event Rate      Hz               35                    100 100 100

D0  

CPU  GHz sec / event   Recon          50                      120        120 120

Total number of events  10^9              2            3       4.5             6         7.5

Ave. Initial  Luminosity   E30            120        220       280        280 280

Recon Data / event       KBytes 80        100        100 100 100

User Data / event          KBytes 40          50          50 50 50



D0  2007 Data  Re-Processing   on  OSG

Amber Amber BoehnleinBoehnlein CHEP07                 CHEP07                 Sept,  2007Sept,  2007



D0   2007 Data  Re-Processing  on  OSG

Amber Amber BoehnleinBoehnlein CHEP07                 CHEP07                 Sept,  2007Sept,  2007

2007
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D0    OSG    CPU_hour/week

BockjooBockjoo Kim                                    KISTI                   Kim                                    KISTI                   July,  2007July,  2007
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Future ChallengesFuture Challenges
• Higher instantaneous luminosity

• Larger events,   slower reconstruction,              
tracking  more difficult,   need more CPU per event

• Higher integrated luminosity and higher data taking rate

• Larger data samples

• Need more processing power

• Need more storage

• Migration of physicists to LHC experiments

• Human resources for operations  are shrinking 

• FY2010  Running  has been proposed
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CDF   Resources available

77102147Students

5373101Post Doc’s

236297392Total US + NonUS

109135170Non US FTE

127162222US FTE

20092008CY 2007

Collaboration members available in units of FTE

� ~25% more FTE in CY07 than estimated in 2005

It takes ~100 FTE to Run CDF
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